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Abstract—This paper proposes a face recognition system based on probabilistic decision-based neural networks (PDBNN). With technological advance on microelectronic and vision system, high performance automatic techniques on biometric recognition are now becoming economically feasible. Among all the biometric identification methods, face recognition has attracted much attention in recent years because it has potential to be most nonintrusive and user-friendly. The PDBNN face recognition system consists of three modules: First, a face detector finds the location of a human face in an image. Then an eye localizer determines the positions of both eyes in order to generate meaningful feature vectors. The facial region proposed contains eyebrows, eyes, and nose, but excluding mouth. (Eye-glasses will be allowed.) Lastly, the third module is a face recognizer. The PDBNN can be effectively applied to all the three modules. It adopts a hierarchical network structures with nonlinear basis functions and a competitive credit-assignment scheme. The paper demonstrates a successful application of PDBNN to face recognition applications on two public (FERET and ORL) and one in-house (SCR) databases. Regarding the performance, experimental results on three different databases such as recognition accuracies as well as false rejection and false acceptance rates are elaborated in Section IV-D and V. As to the processing speed, the whole recognition process (including PDBNN processing for eye localization, feature extraction, and classification) consumes approximately one second on Sparc10, without using hardware accelerator or co-processor.

Index Terms—Decision-based neural network (DBNN), probabilistic DBNN, face detection, eye localization, virtual pattern generation, positive/negative training sets, hierarchical fusion, face recognition system.

I. INTRODUCTION

With its emerging applications to secure access control, financial transactions, etc., biometric recognition systems (e.g., face, palm, finger print) have recently taken on a new importance. With technological advance on microelectronic and vision system, high performance automatic techniques on biometric recognition are now becoming economically feasible [3]. Among all the biometric identification methods, face recognition has attracted much attention in recent years because it has potential to be most nonintrusive and user-friendly. In this paper we propose an integrated face recognition system for security/surveillance purposes. This system involves three major tasks: 1) human face detection from still images and video sequences; 2) eye localization; and 3) face recognition/rejection. Several different techniques have been proposed over the last 20 years to tackle the above three problems. A brief review of those research efforts is as follows.

The key issue and difficulty in face detection is to account for a wide range of variations in facial images. There exist several approaches for dealing with such variations, including: 1) spatial image invariants; 2) correlation template(s); and 3) view-based eigen-spaces, etc. Some schemes exploit some common and unique spatial image relationships existing among all face patterns, called image invariants. One such image-invariant is the local ordinal structure of brightness distribution between different parts of a human face [4]. The schemes check these invariants for positive occurrences at all image locations. Yet the correlation template approach computes a similarity measurement between a fixed target pattern and candidate image locations. If the correlation exceeds a certain threshold, then a face is confirmed, i.e., detected. Some face detection approaches use a bank of correlation templates to detect major facial subfeatures in the image [5], [6]. However, the set of allowable facial patterns is probably too large to be adequately represented by fixed template or templates. A closely related approach is that by means of view-based eigenspaces [7]. The approach assumes that the set of all possible face patterns occupies a small and parameterized subspace, derived from the original high-dimensional input image space. Typically, the approach approximates the subspace of face patterns using data clusters and their principal components from one or more example sets of face images. An image pattern is classified as “a face” if its distance to the clusters is below a certain threshold, according to an appropriate distance metric. An advantage of eigenspace approaches is that it is possible to deal with occluded situations. Several image reconstruction and pose estimation examples based on eigenface method are included in [7]. However, there is no experimental result showing the detection rate of occluded faces in the paper. Also, this approach has so far only demonstrated to be working in uncluttered background. Another eigenspace method is reported in [8]. this method estimates the likelihood function of the face class from the principal face subspace and then decide whether the input image pattern is a face or not based on its likelihood function value. Again, [8] only demonstrates its performance on the database containing faces in uncluttered background (the ARPA FERET database). This method is similar to our approach, whose objective is also to estimate
the likelihood density of the face class. However, instead of estimating the probability distribution from the principal subspace, we perform maximum likelihood estimation on the subspace that consists of the high frequency components of the image (the edge information, see Section II-B). Another difference between our approach and the eigenface approach is that after density estimation step, we apply a reinforced and anti-reinforced learning procedure, to further fine-tune the decision boundary. According to the experimental result, this process of “training by positive and negative examples” significantly improve the detection accuracy (cf. Section III).

There are some existing techniques for eye localization based on Hough transform, geometry and symmetry check, and deformable models. Some cannot cope with shape changes, and others are too time consuming. Furthermore, none of them can locate eyes when the eyes are closed. In [9], a method was proposed for fast eye localization based on a novel filter. The basic idea is to use the relatively high horizontal-contrast density determination, facial geometry reasoning, and eye position determination. This scheme can locate eyes even when the eyes are closed.

As to previous research works on face recognition, we recommend a recent paper [10] and references therein for a more complete survey. Kelly [11] pioneered experiments using various kinds of facial features, including width of head, distance between eyes, top of head to eyes, between eye and nose and the distance from eye to mouth. Various statistical approaches have been developed: for examples, mixture distance [12], KL Transform [13], SVD [14], and eigenfaces [7] techniques. The eigenface technique can work with a large database, with 7562 images for about 3000 persons. It reached a very remarkable recognition rate (95%) in a 200 images test set. However, the performance degraded significantly when the face size changes [15]. Recently, [8] proposed a local-view method for eigenface approach to deal with scaling variation.

Neural network techniques are very suitable for the face detection and recognition systems. Instead of recognizing a face by following a set of human-designed rules, neural networks learn the underlying rules from the given collection of representative examples. This ability to automatically learn from examples makes neural network approaches attractive and exciting. Moreover, it is well known that neural networks are very robust and adaptive. Therefore, for the applications which undergo many variation factors (e.g., face recognition), neural networks seem to be a good remedy to solve the problems. How to construct a neural model structure is crucial for successful recognition. It is very much dependent on the intended application, e.g., [6] and [16], etc., e.g., gender [17], and facial expression classification [18]. For face detection, multilayer perceptron [19] and convolutional neural network [20] have been applied. For face verification, the dynamic link architecture [16] uses Gabor wavelets as features. Another is the Cresceptron [21], which is a multiresolution pyramid structure, similar to the classic Fukushima’s neocognitron.

In this paper, a probabilistic decision based neural network (PDBNN) [1], [2] which has the merits of both neural networks and statistical approaches is proposed to attack face detection, eye localization, and face recognition altogether. Two features of the PDBNN make itself suitable implementation for not only the face recognition system, but also other biometric identification systems. These features are:

- **Architectural Feature**: The PDBNN inherits the modular structure from its predecessor, Decision Based Neural Network (DBNN) [22]. For each person to be recognized, PDBNN devotes one of its subnets to the representation of that particular person. This kind of structure is beneficial not only for training/recognition performance, but also for hardware implementation. More specifically, we have the following.

  1) The system will be easy to maintain. Take company security system as an example. The updating of a PDBNN-based security system is relatively straightforward. An addition or deletion of one or more subnets (using localized training process) is sufficient to take care of any change of personnel. A centralized system, in contrast, would have to involve a global updating.

  2) A distributed computing principle is adopted. When the number of persons increases, the computing hardware will become more demanding. Due to its modular architecture, a PDBNN-based biometric identification system is relatively easy to implement on parallel computer.

  3) It leads to a portable ID device. It is possible to implement a PDBNN-based biometric identification system on a wallet-size magnet card system. The user may carry a “smart card”, which need to record only the parameters of the subnet in the PDBNN corresponding to the user him/herself.

- **Performance Feature**: The discriminant function of PDBNN is in a form of probability density. This yields low false acceptance and false rejection rates, as discussed in Section IV-B. This characteristic is very critical in preventing illegal entrance by an intruder.

The organization of the paper is as follows. In Section II, an overview of a total system for automatic face recognition is presented. The first two modules of the system, face detector and eye localizer, are discussed in Section III, after the structural properties and learning rules of PDBNN are described in great details. The third (face recognition) module implementation by PDBNN is discussed in Section IV. To further improve the performance, a hierarchical face recognition system is also proposed in Section V. Experimental results are provided in each section.

II. PDBNN Face Recognition System

A PDBNN-based face recognition system [1], [2], [23], [24] is being developed under a collaboration between Siemens Corporate Research, Princeton, and Princeton University. The
Fig. 1. System configuration of the face recognition system. Face recognition system acquires images from video camera. Face detector determines if there are faces inside images. Eye localizer indicates the exact positions of both eyes. It then passes their coordinates to facial feature extractor to extract low-resolution facial features as input of face recognizer.

The total system diagram is depicted in Fig. 1. All the four main modules, face detector, eye localizer, feature extractor, and face recognizer are implemented on a SUN Sparc10 workstation. An RS-170 format camera with 16 mm, F1.6 lens is used to acquire image sequences. The S1V digitizer board digitizes the incoming image stream into $640 \times 480$ eight-bit grayscale images and stores them into the frame buffer. The image acquisition rate is on the order of four to six frames/s. The acquired images are then down sized to $320 \times 240$ for the following processing.

As shown in Fig. 1, the processing modules are executed sequentially. A module will be activated only when the incoming pattern passes the preceding module (with an agreeable confidence). After a scene is obtained by the image acquisition system, a quick detection algorithm based on binary template matching is applied to detect the presence of a proper sized moving object. A PDBNN face detector is then activated to determine whether there is a human face. If positive, a PDBNN eye localizer is activated to locate both eyes. A subimage (approximately $140 \times 100$) corresponding to the face region will then be extracted. Finally, the feature vector is fed into a PDBNN face recognizer for recognition and subsequent verification.

The system built upon the proposed has been demonstrated to be applicable under reasonable variations of orientation and/or lighting, and with possibility of eye glasses. This method has been shown to be very robust against large variation of face features, eye shapes and cluttered background [25]. The algorithm takes only 200 ms to find human faces in an image with $320 \times 240$ pixels on a SUN Sparc10 workstation. For a facial image with $320 \times 240$ pixels, the algorithm takes 500 ms to locate two eyes. In the face recognition stage, the computation time is linearly proportional to the number of persons in the database. For a 200 people database, it takes less than 100 ms to recognize a face.

Furthermore, because of the inherent parallel and distributed processing nature of DBNN, the technique can be easily implemented via specialized hardware for real time performance.

A. Face Detection and Eye Localization

The training patterns of the PDBNN face detector and eye localizer are from a set of images with predefined coordinates (i.e., annotation). Based on these coordinates, the facial feature vector of size $12 \times 12$ is extracted from the original facial image by the similar method shown in Section II-B. To detect a face in an input image, each of the possible subimages is processed to see if it represents a face. The input images are preprocessed before inputing to PDBNN for face detection. A confidence score is produced by the neural network, indicating the system's confidence on this detection result. If the score is below some threshold, then no object is detected. The network has consistently and reliably determined actual face positions, based on experiments performed on more than one thousand testing patterns.

After the face detection phase, a PDBNN eye localizer is applied to a face image to locate the left and right eyes. Fig. 2 shows an example of a detected face and the search windows for eye localization. This is a key feature of our approach, since the eye positions provide a very effective means to normalize the face size and reorient the face image. The pattern resolution used for eyes is much higher than that used for faces. The proposed technique is insensitive to small change of the head size, face orientation (up to approximately 30%), and the style of eye glasses. It is also insensitive to partial occlusion by specular reflection of the lenses.

B. Face Recognition

The face recognizer is also based on PDBNN. The pattern acquisition procedure for PDBNN is described as follows.
Fig. 2. The thin white box represents the rough location found by face detector. Based on the location of face, the searching windows for locating eyes are assigned, as illustrated by the two thick white boxes.

- **Facial Region**

Based on the given location of left and right eyes, a facial region can be extracted. The facial region contains eyebrows, eyes, and nose. An example is shown in Fig. 3(a). Such a facial region—consisting of eyes and nose (excluding mouth)—can yield very high confidence. It can provide distinctive facial features and yet offer a relative invariance against different facial expressions, hair styles, and mouth movement. As for the secondary facial feature, cf. Section V, hairline and mouth features are very good candidates.

- **Feature Normalization and Resolution Reduction**

Two kinds of feature are used for face recognition; intensity and edge. These two different feature vectors are fed into two PDBNN’s. The final recognition result is the fusion of the outputs of these two PDBNN’s. The intensity and edge values in the facial region are normalized (to a range between zero and one) to compensate for changing illumination. Edge filtering and histogram modification techniques can be applied to recondition the facial images. The normalized and reconditioned (e.g., 140 × 100) images are then reduced to coarser (e.g., 14 × 10) feature vectors. Advantages for adopting lower resolution facial features are: 1) reducing computational cost and storage space; and 2) increasing tolerance on location errors incurred by preceded face detection and eye localization steps. One example of extracted features is shown in Fig. 3.

1) **Face Verification System:** The trained system can be easily adapted to face verification application. Due to the distributed structure of PDBNN, any individual person’s database may be individually retrieved for verification of his/her identity as proclaimed.

C. Training Pattern Generation

There are three main aspects of the training pattern generation scheme for PDBNN.

1) **Virtual training patterns.** In order to assure sufficient diversity of real facial images in the training set, the algorithm takes the acquired sensor image and transforms it to create additional training exemplars, i.e., virtual training patterns. Up to 200 virtual training patterns can be generated from one original pattern by applying various affine transformations (e.g., rotation, scaling, shifting) and mirroring process. Robustness of the trained network has consistently improved with the usage of virtual training set.

2) **Positive/negative training patterns.** Not all virtual training patterns should be considered as good face or eye patterns. If a virtual pattern is slightly perturbed from the original exemplar pattern, it will be included in the “positive” training set. On the other hand, if the perturbation exceeds certain threshold (empirically established by trial-and-error), the virtual pattern will be included in the “negative” training set. When training PDBNN, positive patterns are used for reinforced learning, and negative patterns for anti-reinforced learning. The presence of the virtual patterns usually enhances the robustness of the neural network.

3) **Run-time negative pattern generation.** During the training phase, the PDBNN—while still under training—can be used to examine the whole image database every k epochs. If the network falsely detects a face (eye) somewhere in an image, then that particular subimage will be included into the “negative” training set.

III. PDBNN FOR FACE DETECTION AND EYE LOCALIZATION

Face detection and eye localization can be viewed as a two-class classification problem. Take face detection for example. Given an input pattern, a face detector decides whether it is a face ($\omega_f$) or not ($\omega_n$). A falsely rejected pattern is a face pattern which is misclassified to nonface class. Similarly, a falsely accepted pattern is a nonface pattern which is accidentally misclassified to face class. Therefore, by reducing the misclassification errors, we are reducing the summation of false acceptance rate and false rejection rate. In this paper, we
apply the PDBNN classifier to implement face detector and eye localizer.

### A. Probabilistic Decision-Based Neural Network

PDBNN is a probabilistic variant of its predecessor, DBNN [22]. DBNN is an efficient classification neural network. It has a modular network structure. One subnet is designated to represent one object class (this “One-Class-One-Network” property will be further explored in Section IV-A). PDBNN inherits this structural property. For the face detection problem, since the “non”-face class can be considered as the complement of face class, PDBNN detector uses only one, instead of using two, subnet. This subnet is used to represent the face class.

There are two properties of the DBNN learning rules. The first one is decision based learning rules. Unlike the approximation neural networks, where exact target values are required, the teacher in DBNN only tells the correctness of the classification for each training pattern. Based on the teacher information, DBNN performs a distributed and localized updating rule. There are three main aspects of this training rule.

1. **When to update?** A selective training scheme can be adopted, e.g., weight updating only when misclassification.

2. **What to update?** The learning rule is distributive and localized. It applies reinforced learning to the subnet corresponding to the correct class and antireinforced learning to the (unduly) winning subnet.

3. **How to update?** Adjust the boundary by updating the weight vector \( \mathbf{w} \) either in the direction of the gradient of the discriminant function (i.e., reinforced learning) or opposite to that direction (i.e., antireinforced learning).

The second property of the DBNN learning rules is hybrid locally unsupervised and globally supervised learning. The training scheme of DBNN is based on the so-called LUGS (Locally Unsupervised Globally Supervised) learning. There are two phases in this scheme: during the locally-unsupervised (LU) phase, each subnet is trained individually, and no mutual information across the classes may be utilized. After the LU phase is completed, the training enters the Globally-Supervised (GS) phase. In GS phase teacher information is introduced to reinforce or anti-reinforce the decision boundaries obtained during LU phase. The discriminant functions in all clusters will be trained by the two-phase learning.

PDBNN follows the principles of these learning properties. In the LU phase, PDBNN uses the positive training patterns to adjust the subnet parameters by some unsupervised learning algorithm, and in the GS phase it only uses the misclassified patterns for reinforced and antireinforced learning. The negative patterns are only used for the antireinforced training of the subnet. The decision boundaries are determined by a threshold, which can also be trained by reinforced and antireinforced learning. The detailed description of PDBNN detector is given in the following.

### Discriminant Functions of PDBNN

One major difference between the prototypical DBNN and PDBNN is that PDBNN follows probabilistic constraint. That is, the subnet discriminant functions of PDBNN are designed to model the log-likelihood functions. The reinforced and antireinforced learning is applied to all the clusters of the global winner and the supposed (i.e., the correct) winner, with a weighting distribution proportional to the degree of possible involvement (measured by the likelihood) by each cluster.

Given a set of iid patterns \( \mathbf{X}^+ = \{ \mathbf{x}(t); t = 1, 2, \ldots, N \} \), we assume that the class likelihood function \( p(\mathbf{x}(t)|\omega) \) for class \( \omega \) (i.e., face class or eye class) is a mixture of Gaussian distributions. Define \( p(\mathbf{x}(t)|\omega, \Theta_r) \) to be one of the Gaussian distributions which comprise \( p(\mathbf{x}(t)|\omega) \) \( (p(\mathbf{x}(t)|\omega, \Theta_r) \equiv \mathcal{N}(\mu_r, \Sigma_r)) \)

\[
p(\mathbf{x}(t)|\omega) = \sum_{r=1}^{R} P(\Theta_r|\omega) p(\mathbf{x}(t)|\omega, \Theta_r)
\]

where \( \Theta_r \) represents the \( r \)-th cluster in the subnet. \( P(\Theta_r|\omega) \) denotes the prior probability of cluster \( r \). By definition \( \sum_{r=1}^{R} P(\Theta_r|\omega) = 1 \).

The discriminant function of one-subnet PDBNN models the log-likelihood function

\[
\phi(\mathbf{x}(t), \omega) = \log p(\mathbf{x}(t)|\omega) = \log \left[ \sum_r P(\Theta_r|\omega) p(\mathbf{x}(t)|\Theta_r, \omega) \right]
\]

where

\[
\mathbf{w} \equiv \{ \mu_r, \Sigma_r, P(\Theta_r|\omega), T \}.
\]

\( T \) is the threshold of the subnet. It will be used in the GS learning phase. The overall diagram of such discriminant function is depicted in Fig. 4(a). Again, an explicit teacher value would not be required, just like the original DBNN.

1) **Elliptic Basis Function (EBF):** In most general formulation, the basis function of a cluster should be able to approximate the Gaussian distribution with full-rank covariance matrix. A hyper-basis function (HyperBF) is meant for this [26]. However, for those applications which deal with high-dimensional data but finite number of training patterns, the training performance and storage space discourage such matrix modeling. A natural simplifying assumption is to assume uncorrelated features of unequal importance. That is, suppose that \( p(\mathbf{x}(t)|\omega, \Theta_r) \) is a D-dimensional Gaussian distribution with uncorrelated features

\[
p(\mathbf{x}(t)|\omega, \Theta_r) = \frac{1}{(2\pi)^{D/2}|\Sigma_r|} \exp \left( -\frac{1}{2} \sum_{d=1}^{D} \frac{(x_d(t) - u_{rd})^2}{\sigma_{rd}^2} \right)
\]

\( \sim \mathcal{N}(\mu_r, \Sigma_r) \)
where \( \mathbf{x}(t) = [x_1(t), x_2(t), \ldots, x_D(t)]^T \) is the input pattern, 
\( \mu_r = [u_{r1}, u_{r2}, \ldots, u_{rd}]^T \) is the mean vector, and diagonal matrix \( \Sigma_r = \text{diag}[\sigma_{r1}^2, \sigma_{r2}^2, \ldots, \sigma_{rd}^2] \) is the covariance matrix.

To approximate the density function in (3), we apply the elliptic basis functions (EBF’s) to serve as the basis function for each cluster

\[
\psi(\mathbf{x}(t), \omega, \Theta_r) = -\frac{1}{2} \sum_{d=1}^{D} \beta_{rd}(x_d(t) - u_{rd})^2 + \theta_r
\]  

(4)

where

\[
\theta_r = -\frac{D}{2} \ln 2\pi - \sum_{d=1}^{D} \ln \sigma_{rd}.
\]

After passing an exponential activation function, \( \exp\{\psi(\mathbf{x}(t), \omega, \Theta_r)\} \) can be viewed the same Gaussian distribution as described in (3), except a minor notational change: \( 1/\beta_{rd} = \sigma_{rd}^{-2} \).

Learning Rules for PDBNN

Recall that the training scheme for PDBNN follows the LUGS principle. The locally unsupervised (LU) phase for the PDBNN can adopt one of the unsupervised learning schemes (e.g., VQ, \( k \)-mean, EM, \( \ldots \)). As for the globally supervised (GS) learning, the decision-based learning rule is adopted. Both training phases need several epochs to converge. The network enters the GS phase after the LU training is converged.

1) Unsupervised Training for LU Learning: The values of the parameters in the network are initialized in the LU learning phase. The following lists two unsupervised clustering algorithms. Either one of the two can be applied to the LU learning.

- \( K \)-mean and Vector Quantization: The \( k \)-mean method adjusts the center of a cluster based on the distance \( ||\mathbf{x} - \mu_i||^2 \) of its neighboring patterns \( \mathbf{x} \). Basically \( k \)-mean algorithm assumes that the covariance matrix of a cluster \( i \) is \( \sigma_i^2 I \). An iteration of the \( k \)-mean algorithm in the LU phase contains two steps: first, all the input patterns are examined to find out their closest cluster centers. Then, each cluster center are moved to the mean of its neighboring patterns.

One limitation of the \( k \)-mean algorithm is that the number of clusters needs to be decided before training. An alternative is to use the vector quantization (VQ) algorithm. VQ can adaptively create a new neuron for an incoming input pattern if it is determined (by a vigilance test) to be sufficiently different from the existing clusters. Therefore, the number of clusters may vary from class to class. Notice that one must carefully select the threshold value for the vigilance test so that the clusters will not be too large to incur high reproduction error, or too small to lose generalization accuracy.

Like \( k \)-mean, the VQ algorithm assumes that the covariance matrix of a cluster \( i \) is \( \sigma_i^2 I \).

- EM: The EM algorithm [27] is a special kind of quasi-Newton algorithm with a searching direction having a positive projection on the gradient of the log likelihood. In each EM iteration, there are two steps: Estimation (E) step and Maximization (M) step. The M step maximizes a likelihood function which is further refined in each iteration by the E step. The EM algorithm in the LU phase is as follows [28]. Use the data set \( \mathbf{X}^+ = \{\mathbf{x}(t); \mathbf{x}(t) \in \omega, t = 1, 2, \ldots, N\} \), The goal of the EM learning is to maximize the log likelihood of data set \( \mathbf{X}^+ \)

\[
l(\omega; \mathbf{X}^+) = \sum_{t=1}^{N} \log p(\mathbf{x}(t)|\omega)
\]

\[
= \sum_{t=1}^{N} \log \left[ \sum_{r} P(\Theta_r|\omega)p(\mathbf{x}(t)|\Theta_r, \omega) \right].
\]  

(5)
The EM algorithm begins with the observation that the optimization of the likelihood function \( l(\mathbf{w}, \mathbf{X}^+)^+ \) would be simplified if only a set of additional variables, called "missing" or "hidden" variables, were known. In order to include the missing information into the optimization formula, here we define indicator variables \( z_r(t) \) to specify which cluster generate the pattern

\[
z_r(t) = \begin{cases} 1, & \text{if pattern } \mathbf{x}(t) \text{ is from cluster } r \\ 0, & \text{otherwise.} \end{cases}
\]  

(6)

Now we refer to the observable data \( \mathbf{X}^+ \) as the “incomplete data” and posit a “complete data” set \( \mathbf{Y} \) that includes the missing variables \( \mathbf{Z} \). The probability model \( p(\mathbf{y}|\mathbf{x}, \omega) \) is used to link the missing variables to the actual data. The logarithm of this density \( p \) defines the “complete-data likelihood”

\[
\ell(\mathbf{w}, \mathbf{X}^+)^+ = \sum_{t=1}^{N} \sum_{r} z_r(t) \log[P(\Theta_r|\omega)p(\mathbf{x}(t)|\Theta_r, \omega)]
\]  

(7)

\[
= \sum_{t=1}^{N} \sum_{r} z_r(t) \log P(\Theta_r|\omega) + \log p(\mathbf{x}(t)|\Theta_r, \omega). \tag{8}
\]

Since \( z_r(t) \) indicates which cluster the input pattern belongs to, the log operator and the second summation can be exchanged. We can see that the optimization has been decomposed into several subproblems.

Notice that since the indicator variable \( z_r(t) \) is actually unknown, in the E step of the \( j \)th iteration of the EM algorithm we take the expectation of the complete-data likelihood

\[
Q(\mathbf{w}, \mathbf{w}^{(j)}) = E^{(j)}[\ell(\mathbf{w}, \mathbf{X}^+)^+|\mathbf{X}^+, \omega, \mathbf{w}^{(j)}] \tag{9}
\]

for simplicity sake, we change the notation of the expectation to the following:

\[
Q(\mathbf{w}, \mathbf{w}^{(j)})
\]  

\[
= E^{(j)} \left[ \sum_{t=1}^{N} \sum_{r} z_r(t) \log P(\Theta_r|\omega) + \log p(\mathbf{x}(t)|\Theta_r, \omega) \right]
\]  

(10)

\[
= \sum_{t=1}^{N} \sum_{r} h^{(j)}_r(t) \log P(\Theta_r|\omega) + \log p(\mathbf{x}(t)|\Theta_r, \omega)
\]  

(11)

where we define \( p^{(j)}(\mathbf{z}|\Theta_r, \omega) \equiv N(\mu_r^{(j)}, \Sigma_r^{(j)}) \) and

\[
h^{(j)}_r(t) = E^{(j)}[z_r(t)]
\]  

\[
= \frac{P^{(j)}(\mathbf{z}_r(t) = 1|x(t), \omega)}{P^{(j)}(\mathbf{z}_r(t) = 1|\omega)} = \frac{P^{(j)}(\mathbf{z}_r(t) = 1|\omega)p^{(j)}(\mathbf{x}|\omega, z_r(t) = 1)}{P^{(j)}(\mathbf{x}|\omega)}
\]  

\[
= \frac{\sum_k P^{(j)}(\Theta_k|\omega)p^{(j)}(\mathbf{x}|\omega, \Theta_k)}{\sum_k P^{(j)}(\Theta_k|\omega)p^{(j)}(\mathbf{x}|\omega, \Theta_k)}. \tag{12}
\]

\( \mathbf{u}^{(j)} \) represents the parameter set in the PDBNN at epoch \( j \). After the Expectation step, in the M step of the EM algorithm we maximize \( Q(\mathbf{w}, \mathbf{u}^{(j)}) \) with respect to the weighting parameters.

The followings are the operations taken in a iteration of the EM algorithm. At iteration \( j \), 1) E-step: we first compute the conditional posterior probabilities \( h^{(j)}_r(t), \forall r \)

\[
h^{(j)}_r(t) = \frac{P^{(j)}(\Theta_r|\omega)p^{(j)}(\mathbf{x}(t)|\omega, \Theta_r)}{\sum_k P^{(j)}(\Theta_k|\omega)p^{(j)}(\mathbf{x}(t)|\omega, \Theta_k)}. \tag{13}
\]

2) M-step: maximizing \( Q(\mathbf{w}, \mathbf{u}^{(j)}) \) with respect to \( \mathbf{w} \) [cf. (2)], we have:

\[
P^{x_j+1}(\Theta_r|\omega) = (1/N) \sum_{t=1}^{N} h^{(j)}_r(t)
\]

\[
\mu^{(j+1)}_r(t) = \left( \frac{1}{\sum_{t=1}^{N} h^{(j)}_r(t)} \right) \sum_{t=1}^{N} h^{(j)}_r(t) x(t)
\]

\[
\Sigma^{(j+1)}_r(t) = \left( \frac{1}{\sum_{t=1}^{N} h^{(j)}_r(t)} \right) \sum_{t=1}^{N} h^{(j)}_r(t) (x(t) - \mu^{(j)}_r)^T.
\]  

(14)

Notice that since the threshold \( T \) will not affect the likelihood value, it is not updated here. When the EM iteration converges, it should ideally obtain maximum likelihood estimation (MLE) of the data distribution. EM has been reported to deliver excellent performance in several data clustering problems [28].

In the LU learning phase of PDBNN, we usually use k-mean or VQ to determine initial positions of the cluster centroids, and then use EM to learn the cluster parameters of each class.

2) Supervised Training for GS Learning: In the global supervised (GS) training phase, teacher information is utilized to fine-tune decision boundaries. When a training pattern is misclassified, the reinforced or anti-reinforced learning technique [22] is applied

Reinforced learning: \( \mathbf{u}^{(j+1)} = \mathbf{u}^{(j)} + \eta \nabla f(x, \mathbf{u}) \)

Antireinforced learning: \( \mathbf{u}^{(j+1)} = \mathbf{u}^{(j)} - \eta \nabla f(x, \mathbf{u}) \),

(15)

In this training phase, two sets of patterns are involved. If the misclassified training pattern is from the positive training (i.e., face or eye) set (the data set \( \mathbf{X}^+ \) in the LU phase), reinforced learning will be applied. If the training pattern belongs to the so-called negative training (i.e., “nonface(or eye)” set), then only the anti-reinforced learning rule will be executed—since there is no “correct” class to be reinforced.

The gradient vectors in (15) are computed as follows:

\[
\frac{\partial f(x(t), \mathbf{u})}{\partial \mathbf{w}_{rd}} \bigg|_{\mathbf{w} = \mathbf{w}^{(j)}} = h^{(j)}_r(t) \cdot \beta^{(j)}_r (x_d(t) - u^{(j)}_r)
\]  

(12)
\[
\frac{\partial \phi(x(t), y)}{\partial \beta_{rd}} \bigg|_{y = w_{rd}} = \frac{1}{2} \left( \frac{1}{\beta_{rd}} - (x_d(t) - w_{rd}^T y) \right)
\]

where \( h_n^{(j)}(t) \) is the conditional posterior probability as shown in (13), and \( w_{rd} \) and \( \beta_{rd} \) are defined in (3) and (4), respectively. As to the conditional prior probability \( P(\Theta|\omega) \), since the EM algorithm can automatically satisfy the probabilistic constraints \( \sum P(\Theta|\omega) = 1 \) and \( P(\Theta|\omega) \geq 0 \), it is applied to update the \( P(\Theta|\omega) \) values in the GS phase so that the influences of different clusters are regulated: At the end of the epoch \( j \)

\[
P_{\omega}^{(j+1)}(\Theta) = \frac{1}{N} \sum_{i=1}^{N} h_n^{(j)}(t).
\]

3) Threshold Updating: The threshold value of PDBNN detector can also be learned by the reinforced and antireinforced learning rules. Since the increment of the discriminant function \( \phi(x(t), y) \) and the decrement of the threshold \( T \) have the same effect on the decision making process, the direction of the reinforced and anti-reinforced learning for the threshold is the opposite of the one for the discriminant function. For example, given an input \( x(t) \), if \( x(t) \in \omega \) but \( \phi(x(t), y) < T \), then \( T \) should reduce its value. On the other hand, if \( x(t) \notin \omega \) but \( \phi(x(t), y) > T \), then \( T \) should increase.

An adaptive learning rule to train the threshold \( T \) is proposed in the following: Define \( d(t) \equiv T - \phi(x(t), y) \). Also define a penalty function \( l(d(t)) \), \( l(d(t)) \) can be either a step function, a linear function, or a fuzzy-decision sigmoidal function. Once the network finishes the training, the threshold values can be trained as follows: Given a positive learning parameter \( \eta_h \) at step \( j \)

\[
T^{(j+1)} = \begin{cases} 
T^{(j)} - \eta_h l(d(t)) & \text{if } x(t) \in \omega \\
T^{(j)} + \eta_h l(d(t)) & \text{if } x(t) \notin \omega
\end{cases}
\]

One simple example of PDBNN detector is shown in Fig. 4(b).

B. Experimental Result

The following paragraphs summarize the empirical results of the PDBNN face detector and eye localizer.

1) Face Detector: For face detection, 92 annotated images were used for training, and 473 images for testing. Since our face detector is used mainly for surveillance purpose, all the images were taken in the normal indoor lighting condition with cluttered background (see Fig. 2). The image size is 320 \( \times \) 240 pixels, and the face size is about 140 \( \times \) 100 pixels. The variation of head orientation is about 15 degrees toward the four directions (up, down, right, left). The performance was measured by the error (in terms of pixels) between the detected face location and the true location. To be fair to different sizes of faces, the errors were normalized with the assumption that the distance between the two eyes is 40 pixels, which is the average distance in our annotated images. In order to reduce the searching time, the images (320 \( \times \) 240 pixels) are normally down-sized by a factor of 7. Working with the low resolution images (search range approximately 46 \( \times \) 35 pixels, search step 1 pixel, and block size 12 \( \times \) 12 pixels (equivalent to the size of facial feature vector), our pattern detection system detects a face within 200 ms on a SUN Sparc 10 machine. For our face recognition application, a 10-pixel error is acceptable, since the main purpose of face detection is merely to restrict the searching areas for eye localization. Among all the testing images, 98.5% of the errors are within five pixels and 100% are within 10 pixels in the original high-resolution image (which is less than 1 pixel error in the low-resolution images).

We compared the PDBNN face detector with two of the leading face detection algorithms [19], [20]. A database consisting of 23 images provided by Sung and Poggio was used for comparison. The pictures in this database are from a wide variety of preexisting sources. There are 155 faces in this database. Under the similar false acceptance performance (three nonface subimages were falsely accepted as faces by [20], five in [19], and six by PDBNN. The false acceptance rates of all the three are below 10^{-6}), [20] missed 34 faces, [19] missed 36 faces, and the PDBNN face detector missed 43 faces. Fig. 5 shows some faces that are detected by the PDBNN face detector. Two reasons explain why PDBNN has inferior performance. First, compared to the huge number of training images used by both groups (4000 in [19] and 16 000 in [20]), our training set only consists of 92 images. A more interesting comparison would be made if a training database for PDBNN with comparable number of samples were available. Second, we observed that PDBNN cannot detect the “artificial faces” in the database (e.g., faces on poker cards, hand-drawn faces) (cf. Fig. 6). Since the PDBNN face detector is mainly used in surveillance and security applications, we think that this characteristic is actually beneficial.

2) Eye Localization: Eye detection is a much harder problem than face detection, because 1) the eye areas are usually very small; 2) eyes may be open, closed, or semiclosed; and 3) eye glasses often blur the eye areas. Therefore, it requires more training images than face detection. In our experiments, we used 250 annotated images for training and 323 images for testing. The conditions on the images are the same as the database for face detection experiment. We only train a left eye detector. To detect the right eye, we generate the mirror image of the original one, and try to detect a left eye in the mirror image. Like the face detector experiment, the errors are normalized with the assumption that the eye-to-eye distance is 40 pixels. For our face recognition system, three-pixel errors (or less) are well within the tolerance, and even five-pixel errors are often still acceptable. The experimental result shows that 96.4% of the errors are within three pixels, and 98.9% are within five pixels.

3) Assisting Real-Time Face Recognition: In this paragraph, we would like to demonstrate how the PDBNN face
The detector and eye localizer in our system can help us choose useful training images and good test images for the following face recognizer so that a good final recognition result can be achieved. Generally speaking, there are two kinds of sources for a face recognition application to obtain its training images. The first one is by photographing (e.g., mugshots in police database). The number of the training images obtained by this source is usually small and additional images are not easy to get if more training images are needed. The second source to acquire images is by video camera (e.g., gateway security control). The number of the available images can be very large. For example, a video camera with rate 15 frames/s can produce 300 images in 20 s. The system developer therefore has the luxury to choose “good” face images from the large image set to train the recognizer. (Here “a good face image” means an image that contains a face which is clear and distinguishable for the system to determine who he or she is.) However, since it is not easy to decide which image is “good” enough for training and since the number of images is large, the task of choosing training images is difficult and tiresome for human operators. Moreover, when the system is on duty, it must have the ability to automatically choose a good image for recognition from the video stream. Otherwise it just wastes computation power and may get inferior recognition performance. Ideally speaking, if we have a very powerful face recognizer that can recognize faces perfectly under all kinds of size, orientation, deformity, and lighting variations, then all images that contain faces are “good” images for recognition. Unfortunately, so far no existing face recognition techniques can achieve that level of perfection. Therefore, the procedure for selecting images of good quality is still necessary. Notice that we do not claim that our system can recognize faces with large variations; instead, we claim that when facing a sequence of video stream, our system can cleverly select the frames that are good enough to represent the identity of the person.
The confidence score of the PDBNN provides a convenient and accurate criterion for the classification purpose. The experimental results in previous paragraph support the above statement. In this section we show another use of confidence scores: selecting “useful” face images from large amount of image data. The confidence scores of the face detector and eye localizer faithfully reflect the correctness of the detected position of the pattern. Therefore an image with high confidence scores of the two modules can almost always generate qualified facial pattern for face recognition.

In this experiment, we have used an image database of 40 people. The SCR 40 × 150 database contains 150 images for each person, which were taken continuously while the person was slowly moving/rotating his head (see Fig. 7). All the images have clean background. Heads rotate not only in wide angle (up to 45 degree) but also along various axes (i.e., left-right, up-down, and tilted rotations). The face detector and eye localizer worked correctly for 75% of the 6000 images in this database. (They are considered a valid data set.) Note that the current face detector and eye localizer were trained only on frontal view faces. They nevertheless can handle faces within 30 degrees reasonably reliably. Indeed, most of the failures occurred for faces with large rotation/tilt angle (45 degrees or more). Moreover, since for all the failure cases, the confidence scores of face detector and eye localizer are very low, we can automatically screen out the images with large head rotation angle or in ill condition by thresholding.

We have selected 20% of the valid data set as the training set for the face recognizer. As to the test images, we have used 60 images per person, or 2400 images in total, from the original (40 people, 150 images/person) database. To ensure fairness, the 2400 images were randomly picked from the entire database (excluding those used in the training set). The face detector and eye localizer have automatically selected 2176 out of 2400 images to serve as “valid test set.”

<table>
<thead>
<tr>
<th>Table I</th>
<th>PERFORMANCE OF FACE RECOGNITION SYSTEM USING DATABASE WITH LARGE HEAD ORIENTATION. WITH THE ASSISTANCE OF THE CONFIDENCE SCORES FROM PDBNN FACE DETECTOR AND EYE LOCALIZER, USEFUL TRAINING PATTERNS CAN BE AUTOMATICALLY SELECTED (THE VALID SET). THE IDENTIFICATION ACCURACY IS HIGHLY IMPROVED BY USING VALID TRAINING SET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PDBNNTrained by original set Trained by valid set</td>
</tr>
<tr>
<td>Recognition</td>
<td>84.84%</td>
</tr>
<tr>
<td>False rejection</td>
<td>10.03%</td>
</tr>
<tr>
<td>Misclassification</td>
<td>5.33%</td>
</tr>
</tbody>
</table>

Table I shows the performance of PDBNN face recognizer on the valid test set of 40 people. Here a false rejection pattern means that its confidence score generated by the face recognizer is below the threshold, and a misclassified pattern means that its confidence score is higher than the threshold but it is classified to a wrong person. For the sake of comparison, we have also trained a PDBNN by a set of training images which were selected from the original data set. That is, bad face images are also included in the training set. We can see that the recognition rate is deteriorated because of bad training patterns.

IV. PDBNN FOR FACE RECOGNITION

The PDBNN face recognizer can be considered as an extension of the PDBNN face detector. For a K-people recognition problem, a PDBNN face recognizer consists of K different subnets. Analogous to the PDBNN detector, a subnet i in the PDBNN recognizer estimates the distribution of the patterns of person i only, and treats those patterns which do not belong to person i as the “non i” patterns.

This one-class-one-network (OCON) structure is beneficial in many aspects. Discussion is given in Sections IV-A and IV-B. The extended structure and learning rules for multisubnet PDBNN are presented in Section IV-C.
A. ACON Versus OCON Structures

Typically, one output node is designated to represent one class. The all-class-in-one-network (ACON) structure is adopted by the conventional multilayer perceptron (MLP), where all the classes are lumped into one super-network. The supernet has the burden of having to simultaneously satisfy all the teachers, so the number of hidden units $K$ tends to be large. Empirical results confirm that the convergence rate of ACON degrades drastically with respect to the network size because the training of hidden units is influenced by (potentially conflicting) signals from different teachers. Inherited from the prototypical DBNN, the PDBNN adopts a one-class-in-one-network (OCON) structure, where one subnet is designated to one class only. The structure of the PDBNN recognizer is depicted in Fig. 8. Each subnet specializes in distinguishing its own class from the others, so the number of hidden units is usually small. Pandya and Macy [29] compare the performance between the ACON and OCON structures on handwritten character recognition. They observe that OCON model achieves better training (99.5% vs 94%) and generalization (87% vs 82%) accuracies and yet requires only 1/4 of ACON’s training time.

The OCON structure of PDBNN makes it most suitable for incremental training, i.e., network upgrading upon adding/removing memberships. Moreover, due to the OCON structure, the trained PDBNN face recognizer can be easily adapted to a face verification system. Any individual person’s database can be individually stored, either in computer or in user’s magnet card, and individually retrieved for verification of his/her identity as proclaimed.

One may argue that compared to ACON structure, the OCON structure is slow in retrieving time when the number of classes is very large. This is not true because, as we have mentioned earlier, when the number of classes is large, the number of hidden neurons in the ACON structure also tends to be very large. Therefore ACON is also slow. Since the computation time of both OCON and ACON increases as number of classes grows, a linear increasing of computation time (i.e., OCON) is the least we can expect. Besides, the OCON structure is suitable for distributed computing, while ACON is not. Therefore, greater speedup can be anticipated.
for the OCON structure if distributed hardware or software implementation is allowed. Moreover, since the retrieving time of the PDBNN system is actually just a very small portion of the whole system time, it will not affect the system performance too much even if the class number grows very large. For example, in a 200-people PDBNN recognition system, it takes about 1 s for an input image to go through the whole recognition process (including preprocessing, detection, localization, feature extraction, and recognition). In this 1-s system time, recognition (the retrieving) only takes 100 ms, which is only one tenth of the system time. The retrieving time will become 50% of the system time when the number of people in the database grows over 2000. In this case the system time becomes 2 s, which is still fast enough for security applications.

### B. False Acceptance and False Rejection

False rejection and false acceptance rates are important not only for detection problems but also for several recognition problems. For example, it is more dangerous for a face recognition security system to falsely give entry permit to an intruder than mistakenly recognize one member in personnel to another member. As will be illustrated in the following paragraphs, due to the OCON structure and probabilistic discriminant functions, PDBNN is capable of generating low false rejection and false acceptance rates.

Statistical theory of pattern classification shows that the decision boundaries generated by Bayes posterior probabilities produce minimum classification error. For \( k \)-class classification problems, the Bayes decision boundaries divide the feature space into \( k \) different regions. One simple example is shown in Fig. 9(a). There are two Gaussian distributions in the figure, and the decision boundary is depicted by dotted line. In many data classification applications (e.g., OCR), the data classifiers are designed, either implicitly or explicitly, to approach the Bayes decision boundaries so that the minimum classification error can be reached [30], [31]. However, since the Bayes decision theory is derived based on the assumption that all the data classes are “known,” the Bayes decision rule may not be suitable for those object recognition problems which deal with “unknown” data classes. For this type of recognition problems, the false rejection and false acceptance rates should be taken care of. Take Fig. 9(b) as an example. The asteroid points represent for unknown data points. The job of the classifier for this problem is now not only to determine the data class of this input pattern, but also to fire alarm if this input pattern is not from either one of the data classes. Obviously the Bayes classifier in the figure fails to provide the capability of firing alarm for unknown data.

People have tried two approaches to tackle this type of recognition problems. One approach is by thresholding. The input pattern is considered as class \( i \) not only when the Bayes conditional posterior of class \( i \) for the pattern is the highest among all the classes, but also when the value of the posterior is higher than a certain threshold. With this thresholding mechanism, certain amount of outlier data can be rejected. However, as we can see in Fig. 9(c), due to the property that all the conditional posterior probabilities sum to one, some data points, though very far away from data clusters, still possess very high posterior values. Thresholding is unable to reject those points.

The second approach is by directly approximating the distribution of unknown data. That is, we categorize all the unknown data into a big object class called “unknown class,” and then we try to estimate its distribution, just like what we did for the regular object classes. This approach is feasible, but one needs to keep in mind that the distribution of the unknown data is usually much more complicated than that of a regular class data. One example is face recognition for security system. The objective of the system is to reject all the people who are not in the database. Therefore, the size of the unknown class, or intruder class, is close to the population of the whole world. Intuitively we can say that the distribution of the unknown face class is very complicated.

The PDBNN is very suitable for tackling false rejection and false acceptance problem. The reason is that PDBNN focuses only on density distributions in individual classes (rather than global partitioning), no additional intruder class subnet is needed. Also, since the Gaussian density value drops as the distance to the centers increases, the decision regions tend to be more locally conserved, and thus a lower false acceptance rate will be expected. Numerous experiments indicate that this is the case. Fig. 9(d) shows the decision boundaries made by PDBNN.

### C. Extension of PDBNN to Multiclass Recognition

Similar to the one-subnet PDBNN, we use mixture of Gaussian as the class likelihood function \( p(x(t)|\omega_i) \) for the multiclass PDBNN. The discriminant function of each subnet in PDBNN is as follows:

\[
v(x(t),\omega_i) = \log p(x(t)|\omega_i) = \log \left[ \sum_{r} P(\Theta_r|x(t)|\omega_i) p(x(t)|\Theta_r,\omega_i) \right]
\]

(19)

where \( \omega_i \equiv \{ \mu_{i}, \Sigma_{i}, P(\Theta_r|x(t)|\omega_i), T_i \} \) is the parameter set for subnet \( i \). The EBF can also be applied to serve as cluster basis function \( p(x(t)|\Theta_r,\omega_i) \). The overall diagram of such discriminant function is depicted in Fig. 8. Notice that since the output of PDBNN is of probability form, it can be used as an indicator of the confidence score of the recognition result.

### D. Learning Rules for Multisubnet PDBNN

The multisubnet PDBNN follows the same learning rules as the one-subnet PDBNN in the LU learning phase. Each subnet performs \( k \)-means, VQ, or EM to adjust its parameters. In the GS learning phase, only the misclassified patterns are used. The GS learning rules for the multiclass PDBNN is the straightforward extension of the one-class version of the GS learning mentioned in Section III-A2. Notice that there are
Fig. 9. An example of false acceptance/rejection issue in pattern recognition problems. Three types of patterns appear in this figure. "o" and "+" represent for patterns from two different classes. "x" represents for intruder patterns. The dotted lines represent the decision boundaries. (a) A Bayes decision boundary between two classes. (b) Same as (a), but intruder patterns appear. We can see that those intruder patterns are classified to either class "o" or class "+". (c) Rejection region is formed by increasing the decision threshold. Five intruder patterns are rejected by threshold, but ten are still misclassified. (d) Decision boundaries generated by PDBNN. The decision regions are locally preserved, and most intruder patterns are rejected. For detailed description please refer to Section IV-B.

two types of misclassified patterns. The first type is from the positive dataset. A pattern of this type will be used for 1) reinforced learning of the threshold and discriminant function of the class which it actually belongs to, and 2) anti-reinforced learning of the thresholds and discriminant functions of the classes which have higher discriminant function values than the true class has. The second type of the misclassified patterns is from the negative dataset. A negative training pattern is either an intruder face pattern or a nonface pattern. Since there is no subnet representing the negative data, a pattern of this type is used only for anti-reinforced learning of the threshold and discriminant function of the class which it is misclassified to.

The data adaptive scheme of the GS learning for the multiclass PDBNN is the extension of the learning scheme shown in Section III-A2. Here we show the block adaptive gradient version of the GS learning. At the beginning of each GS iteration, use the still-under-training PDBNN to classify all input patterns $\mathbf{x}(t)$. $\mathbf{x}(t)$ is classified to class $\omega_j$ if $\phi(\mathbf{x}(t), \mathbf{w}_{j_k}) > \phi(\mathbf{x}(t), \mathbf{w}_{j})$, $\forall k \neq j$ and $\phi(\mathbf{x}(t), \mathbf{w}_{j}) > T_j$, where $T_j$ is the threshold for the subnet $i$, Create a data set for each class $\omega_i$ according to the classification results: $D_i^c = \{\mathbf{x}(t) ; (\mathbf{x}(t)$ belongs to class $\omega_i) \}$ (correctly classified set); $D_i^r = \{\mathbf{x}(t) ; (\mathbf{x}(t)$ is classified to other class $\omega_j) \}$ (false rejection set); $D_i^a = \{\mathbf{x}(t) ; (\mathbf{x}(t) \notin \omega_i, \mathbf{x}(t)$ is misclassified to $\omega_i) \}$ (false acceptance set).

We only use the patterns which are in the false rejection set ($D_i^r$) and the false acceptance set ($D_i^a$) to train the subnet $\omega_i$. In the beginning of the GS learning, the intermediate parameter $h_{ji}(t)$ is computed as in (13). Also, the cluster prior probabilities $P(\Theta_{ji} | \omega_i)$ is updated by the same rule as in (17). To update the mean $\mu_{ji}$ and the diagonal covariance matrix $\Sigma_{ji}$, we apply gradient ascent approach. At GS iteration $j$, $\mu_{ji}$ and $\Sigma_{ji}$ are updated as
and $\Sigma_{r_I}$ are updated by the following:

$$\mu_{r_i}^{(j+1)} = \mu_{r_i}^{(j)} + \eta_i \sum_{t, x(t) \in D_2} h_{r_i}^{(j)}(t) \Sigma_{r_i}^{(j)}[x(t) - \mu_{r_i}^{(j)}]$$

$$- \eta_i \sum_{t, x(t) \in D_3} h_{r_i}^{(j)}(t) \Sigma_{r_i}^{(j)}[x(t) - \mu_{r_i}^{(j)}]$$

$$\Sigma_{r_i}^{(j+1)} = \Sigma_{r_i}^{(j)} + \frac{1}{2} \eta_i \sum_{t, x(t) \in D_2} h_{r_i}^{(j)}(t) (H_{r_i}^{(j)}(t) - \Sigma_{r_i}^{(j)})$$

$$- \frac{1}{2} \eta_i \sum_{t, x(t) \in D_3} h_{r_i}^{(j)}(t) (H_{r_i}^{(j)}(t) - \Sigma_{r_i}^{(j)})$$

(20)

where

$$H_{r_i}^{(j)}(t) = \Sigma_{r_i}^{(j)}[x(t) - \mu_{r_i}^{(j)}]^{T} \Sigma_{r_i}^{(j)}[x(t) - \mu_{r_i}^{(j)}]$$

and $\eta_i, \eta_r$ are user-defined positive learning rates.

The thresholds $T_j$ in the multisubnet PDBNN are also trained by the reinforced and anti-reinforced rules, just like the one-subnet case.

**E. Experimental Results**

In this section, two experimental results for face recognition will be discussed. In the first part we use three face databases consisting of frontal view face images. Frontal view face databases are used in most face recognition research groups. The second experiment explores the ability of PDBNN in solving a problem which is seldom discussed in the face recognition literature. We will show how PDBNN can "reject" intruders. This is an important issue, especially if the recognition system is for biometric identification applications.

1) **Experiment 1—Frontal View Faces**: We have conducted the experiment on three image database: the SCR 80 \times 20 database, the ARPA/ARL FERET database, and the ORL database. The SCR 80 \times 20 database consists of 80 people of different races, ages, and genders. The database contains 20 images for each person. (If a person wears glasses, ten of the images are with glasses and ten without.) All of the images were taken under natural indoor illumination condition. All of the images has clean background. The facial orientations in our image database are roughly between -15 and 15 degrees. In many of those images, the person’s head is tilted up to 15 degrees. We have created a training data set by using four images per person (two with eye glasses and two without, if the person wears eye glasses). The testing image set includes 16 images per person, 1280 images in total. For all of the images, the face detector always correctly detects the center of the face (i.e., 100% success rate). Eye localization is a more difficult task than face detection, in particular when eye glasses are present. The eye is typically 20 pixels wide and 10 pixels high. Among the 1280 images, eye locator mis-detects the eyes in five images by errors of more than five pixels. For the remaining 1275 images, the DBNN face recognizer can achieve 100% recognition rate, no matter it was implemented by traditional DBNN or probabilistic DBNN.

A front-view experiment is conducted on the ARPA/ARL FERET database. There are 304 persons, and each of them has two frontal view images. The variation between the two images is much larger than SCR 80 \times 20 and 40 \times 150 database, in terms of illumination, size, and facial expression. Phillips [32] achieves a 97% top-one identification rate on a preselected 172 faces from FERET database. Moghaddam and Pentland [8] report 99% recognition rate on preselected 155 faces. In this experiment, we take the advantage that the confidence scores on the face detector and eye locator can reflect the accuracy of the detected pattern positions. Therefore, we selected the images whose confidence scores on both the face detector and eye locator are above the threshold. (For more details about this prescreening scheme, please refer to Experiment 2.) Among the 304 \times 2 = 608 images, 491 images have passed both the face detector and eye locator (success rate = 80.8%). There are 200 persons whose both frontal view images have passed and therefore the images of these 200 people are used for our face recognizer experiment. One image per person is used for training and the other for testing. The face recognizer experimental results are shown in Table II. We can see that under reasonably high training accuracy (97%), PDBNN achieved higher recognition rate (99%) than traditional DBNN (96%). We also used MLP to implement face recognizer. The performance is inferior to both types of DBNN. Notice that the recognition result of this experiment does not imply that the PDBNN face recognizer has superior performance to the eigenspace approach [8] (99% for 155 people), since some of the images they chose may not be selected by the PDBNN face detector and eye locator. However, this experimental result tells us several things. They are: 1) the PDBNN face recognizer has the capability of recognizing up to 200 people; 2) the face detector and eye locator can help choosing recognizable images automatically; and 3) PDBNN has better recognition performance than the multilayer perceptron does.

We also conduct an experiment on the face database from the Olivetti Research Laboratory in Cambridge, UK (the ORL database). There are ten different images of 40 different persons. There are variations in facial expression (open/close eyes, smiling/nonsmiling), facial details (glasses/no glasses), scale (up to 10%), and orientation (up to 20 degrees). A HMM-based approach is applied to this database and achieves 13% error rate [33]. The popular eigenface algorithm [15] reports the error rate around 10% [33], [34]. In [35], a pseudo 2-D HMM method is used and achieves 5% at the expense of long computation time (4 minutes/pattern on Sun Sparc II). In

### Table II

<table>
<thead>
<tr>
<th></th>
<th>Training Accuracy</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic DBNN</td>
<td>97%</td>
<td>99%</td>
</tr>
<tr>
<td>Traditional DBNN</td>
<td>100%</td>
<td>98%</td>
</tr>
<tr>
<td>Multi-Layer Perceptron</td>
<td>99.5%</td>
<td>87.5%</td>
</tr>
</tbody>
</table>
TABLE III
PERFORMANCE OF DIFFERENT FACE RECOGNIZERS ON THE ORL DATABASE.
PART OF THIS TABLE IS ADAPTED FROM LAWRENCE ET AL. [34]

<table>
<thead>
<tr>
<th>System</th>
<th>Error rate</th>
<th>Classification time</th>
<th>Training Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDBNN</td>
<td>4%</td>
<td>&lt; 0.1 seconds</td>
<td>20 minutes</td>
</tr>
<tr>
<td>SOM + CN</td>
<td>2.8%</td>
<td>&lt; 0.5 seconds</td>
<td>4 hours</td>
</tr>
<tr>
<td>Pseudo 2D-HMM</td>
<td>5%</td>
<td>240 seconds</td>
<td>n/a</td>
</tr>
<tr>
<td>Eigenface</td>
<td>10%</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>HMM</td>
<td>13%</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

TABLE IV
FALSE ACCEPTANCE RATES OF FACe PATTERNS ON VARIOUS TYPES OF NEURAL NETWORK. (FALSE REJECTION RATE = 0% AND MISCLASSIFICATION RATE = 0%)

<table>
<thead>
<tr>
<th></th>
<th>w/o negative examples</th>
<th>w/ negative examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic DBNN</td>
<td>13.75%</td>
<td>8.13%</td>
</tr>
<tr>
<td>Traditional DBNN</td>
<td>33.75%</td>
<td>22.5%</td>
</tr>
<tr>
<td>Multi-layer Perceptron</td>
<td>33.75%</td>
<td>12.5%</td>
</tr>
</tbody>
</table>

[34] Lawrence et al. use the same training and test set size as Samaria did and a combined neural network (self organizing map and convolutional neural network) to do the recognition. This scheme spent four hours to train the network and less than 1 s for recognizing one facial image. The error rate for ORL database is 3.8%. Our PDBNN-based system reaches similar performance (4%) but has much faster training and recognition speed (20 minutes for training and less than 0.1 s for recognition). Both approaches run on SGI Indy. Table III summarizes the performance numbers on ORL database.

2) Experiment 2—Presence of Intruder Patterns: It is more crucial for a recognition system to have the ability to reject intruders. Thus the false acceptance rate and false rejection rate of the system are important performance metrics. We have conducted an experiment for false acceptance/rejection. Among the 80-person frontal-view database, we have chosen 20 persons as our “known person” database and picked up 40 persons from the rest 60 to be the “intruder” database. The remaining 20 persons serve as “negative examples” for the network training. The training datasets are formed by randomly choosing two images per person from database and then generating 50 virtual training patterns (cf. Section II-C) from each images. Both “known person” and “negative” training sets have 20 × 2 × 50 training patterns. The test sets are formed by selecting four images from each person. There are 20 × 4 test patterns from known person database and 40 × 4 patterns from intruder database. If a test pattern is from known person database but is rejected by the network, then the pattern is falsely rejected. On the other hand, if the pattern is from intruder database but is misrecognized to one of the person in the known person database, then this pattern is falsely accepted.

We have compared the performance of probabilistic DBNN, traditional DBNN [22] and multilayer perceptron MLP. MLP is trained by backpropagation algorithm. We have chosen the number of clusters (or hidden neurons) which can generate the best performance. There are two clusters for each subnet in either probabilistic or traditional DBNN, and there are 30 hidden neurons in MLP. The experiment results are as follows. For the sake of comparison, we adjust the thresholds so that all three networks reach 0% false rejection rate. The false acceptance rates are shown in Table IV. Notice that there are only 20 people in the known person database, the misclassification rates of all the three models are 0%. As mentioned in Section IV-B, likelihood density generates more locally conserved decision regions than posterior probability. Therefore, the probabilistic DBNN can achieve lower false acceptance rate than the traditional DBNN and MLP, whose outputs can be proven to converge to posterior probabilities [30], [31]. We also note that using negative training examples can significantly improve false acceptance rate. This effect can be observed in all of the three networks.

V. HIERARCHICAL FACE RECOGNITION SYSTEM

Yet another face database containing images of 66 persons, called IM66, is used for the experiment. There are more variations in this database than in SCR 80 × 20 and SCR 40 × 150. The database has, for each person, images of five different head orientations, four illumination conditions, and three expressions (smile, frown, and surprised; each expression has two images). There are a total of 4 × 5 + 3 × 2 = 26 images per person. Fig. 11 illustrates the variation of those facial images. By applying the PDBNN face recognizer on this database, we found that although PDBNN can handle size, orientation, and expression variations, it does not work well under lighting variation. The final performance is shown in the first column of Table V. In order to increase the discriminant power of the face recognition system, a hierarchical PDBNN recognition system is proposed in this section. This system cascades two processing stages, as shown in Fig. 10. A face verifier stage is cascaded after the (original) face recognizer stage. Possible candidates of the second hierarchy sensor are hairline and mouth. In this system we applied forehead and hairline region for the face verifier. The face verifier is itself another PDBNN classifier. Its function is to verify or reject the decision of the primary recognizer. The verifier can be trained by the decision-based learning rule. The input vector is a 12 × 8 feature vector obtained by down-sampling the forehead and hairline region of the face image. Since the hairline (forehead) region is smoother than the eye-nose region, it is easier to normalize the lighting effect on this area. Therefore the influence of the lighting variation on final recognition result can be reduced with the presence of the hairline verifier.

The verification scheme is described as follows: We first construct several “similarity lists” for the verification process. Every class has its own similarity list. We make the lists after the PDBNN face verifier is trained. The list’s length varies from person to person. Initially, the similarity list of class j contains only class j itself. If a training pattern (originally from class j ) is classified into another class by verifier, say, class k, then the class k will be added to the similarity list of class j. This process repeats until all the training patterns in the known person database are tested.
When the similarity lists are available, we use the following rules to verify the result of face recognizer.

- If the highest confidence score of the face recognizer is from subnet $i$ and it is below the recognizer threshold, the input pattern is recognized as class $j$ if the highest score of the face verifier is from subnet $i$ and its confidence score exceeds the threshold of the verifier. Otherwise this pattern will be rejected.
- If the highest confidence score of the face recognizer is from subnet $i$ and it is above the recognizer threshold, the input pattern is recognized as class $j$ if the highest score of the face verifier is from one of the classes on the
Fig. 12. Live sequence of face recognition system. (a) X window interface. The image on upper-left corner is acquired from a video camera in real time. (b) A person comes into the camera range (time index: 0 s). (c) The system detects the presence of a face. However, the face in the image is too small. The system then asks the person to stand closer. (text on picture: "Please step closer") (time index: 0.33 s) (d) The person stands too close to the camera. The system asks the person to step back. (text on picture: "Please lean back") (time index: 4.7 s) (e) The system locates the face. ("text on picture: "Dominant Face/Object Found") (time index: 5 s) (f) Facial features are extracted. (time index: 6 s) (g) Hairline feature is extracted. (time index: 6.33 s) (h) The person is recognized. ("text on picture: "Authorized: Shang Hung Lin") (time index: 9.1 s) Note: Special sound effects (a doorbell sound and a human voice calling the name of the authorized person) are executed between time 6.33 s and time 9.1 s. The actual recognition time takes less than half second. (i) The pictures of the three persons most similar to the person under test. (time index: 9.2 s).

similarity list of class i and its confidence score exceeds the threshold of the verifier. Otherwise this pattern will be rejected.

- We have built a 38-class hierarchical PDBNN face recognition system. This system can successfully recognize the 38 persons in the IM66 database (the positive dataset), and reject the remaining 28 who are considered as “intruders.”

The training scheme is as follows. Since the feature dimension is very high (13 x 9 for face recognizer, 12 x 8 for face verifier), EBF is recommended for both face recognizer and face verifier as discriminant function. And for the same reason, we have adopted the k-mean algorithm for LU learning. For both face recognizer and face verifier, we have used ten images per person in the 38-person group to form the training set, and the rest 16 images for the test set. We have also used ORL face database from UK (40 persons) to serve as “intruder training patterns” (for face recognizer only). The images of the other

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>PERFORMANCE OF HIERARCHICAL FACE RECOGNITION SYSTEM. THE RATES ON THE FIRST THREE ROWS ARE CALCULATED FROM THE KNOWN PERSON DATA SET, SO THEY SUM UP TO 100% IN EACH COLUMN. THE FALSE ACCEPTANCE RATES, WHICH ARE IN THE FOURTH ROW, ARE OBTAINED FROM THE INTRUDER DATA SET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>w/o face verifier</td>
</tr>
<tr>
<td>Recognition</td>
<td>92.65%</td>
</tr>
<tr>
<td>False rejection</td>
<td>7.29%</td>
</tr>
<tr>
<td>Misclassification</td>
<td>0.06%</td>
</tr>
<tr>
<td>False acceptance</td>
<td>9.38%</td>
</tr>
</tbody>
</table>
20 persons in the IM66 database are used as “intruder test patterns.”

The recognition result of the face recognizer is summarized in Table V. Notice that since the recognition rate is the percentage of the patterns in the known people database that are correctly recognized by the system, the summation of recognition, false rejection and misclassification rates amount to 100%. The false acceptance rate is the only number that is computed using the patterns in the unknown database. In this experiment, we can see that with face recognizer along, the performance is worse than that on SCR 80 × 20. This is not surprising because the variation in IM66 database is larger than that in SCR 80 × 20. With the help of face verifier, the hierarchical PDBNN system successfully rejects all the intruder test patterns. For the test patterns in the 38-person database, PDBNN tends to reject doubtful patterns rather than to misrecognize them to wrong classes. This is very desirable for high security applications. Fig. 12 shows several frames from a live sequence, demonstrating the performance of this system with respect to both recognition accuracy and processing speed.

VI. CONCLUDING REMARKS

An automatic face recognition system is proposed in this paper. This system performs human face detection, eye localization, and face recognition in close-to-real-time speed. The PDBNN, a probabilistic variant of the decision based neural network, is applied to implement the major modules of this system. This modular neural network deploys one subnet to take care of one object class, and therefore it is able to approximate the decision region of each class locally and efficiently. This locality property is attractive especially for biometric identification applications (face recognition, for example). Moreover, because its discriminant function obeys probability constraint, PDBNN has more nice properties such as low false acceptance and false rejection rates.
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